A Model to Predict Breast Cancer Survivability Using Logistic Regression
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Abstract

**Background:** Breast cancer is the most common type of cancer amongst women worldwide. Considering its high incidence, effective detection and prognosis of this type of cancer may have a significant effect on reducing expenditures. In this study, we propose a model to predict the 60-month survivability in patients with breast cancer and investigate the effects of each feature on the obtained model.

**Methods:** We base this model on the information gathered by the Breast Disease Research Center, Shiraz University of Medical Sciences, Shiraz, Iran from 5673 patients with breast cancer. The goal of this study was to predict breast cancer survivability at early diagnosis, so the features used in the research are among those considered affordable, specifically at the initial steps of diagnosis. After preprocessing all of the cases and features, we constructed this model based on 1930 cases and 16 of their associated features using logistic regression method. The model then was evaluated with 10-fold cross validation.

**Results:** Based on all subsets of the 16 features, we evaluated numerous models. We selected a model that achieved the best sensitivity and specificity, and used fewer features as the best model. We considered this model for further analysis, which is consisted of following features: age at the time of diagnosis, type of invasion, HER2, size of the tumor, in situ component, lymph node involvement ratio, progesterone receptor status, and the total number of dissected lymph nodes. The best model obtained overall accuracy, specificity and sensitivity of 72.49%, 72.83%, and 71.85%, respectively.

**Conclusion:** The performance of model is quite satisfactory due to the fact that we only used features, which could be obtained at the initial steps of diagnosis. Even though, the effect of patient’s age is controversial, we concluded that ageing would decrease the 60-month survivability. Our model indicated that having all type of invasions (i.e. vascular, lymphatic, etc.) would result in poorer chance of survival compared to other features effect.
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Introduction

Cancer, the second cause of death worldwide, caused 8.8 million deaths in 2015. Among all cancer types, breast cancer is the most frequent in women globally. According to the World Health Organization (WHO), breast cancer caused 571,000 deaths in 2015. In Iran, according to GLOBOCAN, breast cancer has the highest incidence amongst all cancers and is the leading cause of death among women.1-3

Detection and prognosis of a disease is an important challenge for health care management and researchers in order to make better decisions and obtain a deeper understanding. Researchers apply knowledge discovery in database (KDD) and various statistical and machine learning algorithms to solve this problem. Knowledge discovery in database4,5 is a method to ascertain patterns and relationships between variables in datasets and consequently build a prognosis model using the extracted knowledge. The process of KDD attempts to extract a higher level of knowledge from raw data. Considering the definition of KDD proposed by Fayyad et al.,5 data mining is one of the key parts of the KDD process, but both of these terms are interchangeable.

Typically, researchers perform the following steps within KDD. First step is the choice of a dataset related to the subject of interest that includes information about the question to be addressed. Next, the data is preprocessed and transformed into a desirable form to improve the results. In the next step, researchers use various data mining techniques considered suitable for the problem, such as clustering or classification. As the final step, researchers should present an understandable model to the expert in that particular field. Most often, the presentation is a predicting black box model or a model that describes the relationships between variables or illustrates the hidden patterns inside the dataset.5,6

Bruke et al.7 began the first steps of building prognosis models by comparing the TNM staging system with artificial neural networks that used using the same features of tumor size, nodal status, and distant metastasis. The results have indicated that neural networks outperformed the TNM staging system.

In our survey, we found a number of papers that applied KDD techniques to predict the survivability of patients with breast cancer. Delen et al.8 examined 3 classification techniques (decision tree, logistic regression, and artificial neural networks) on the surveillance, epidemiology, and end results (SEER) program dataset to predict the 5-year survivability of breast cancer. Their results indicated that the decision tree outperformed the other 2 methods. They also determined the most descriptive features among the available features by using artificial neural networks. Sensitivity analysis showed that grade, stage of cancer, and radiation were the most important features. Ahmad et al.9 used 3 data mining methods to predict breast cancer recurrence. They built their model based on information gathered from 549 cases and a 2-year follow-up. They reported that the support vector machine (SVM) outperformed the decision tree and artificial neural networks; however, they did not clearly report the most important specific features. In other words, they did not extract any rules to show the effect of the available features, which has been the main problem of most studies in this field.

We proposed a model by that used logistic regression to predict 60-month survivability of patients diagnosed with breast cancer. In addition, we determined the essential features of this model to predict the outcome of breast cancer and attempted to describe the effect of each of the aforementioned variables on survivability based on the proposed method.

Materials and Methods

Data and its preparation

The Breast Disease Research Center, Shiraz University of Medical Sciences, Shiraz, Iran gathered the data used in this study. The dataset consisted of 5673 cases and 41 features. In the first step, we thoroughly reviewed the features of the dataset. In order to reach a prognosis in the first steps, we selected those features that could be
obtained specifically at the initial steps of the breast cancer diagnosis. Consequently, we deleted features that required time to be gathered (e.g., recurrence, number of times receiving chemotherapy and radiotherapy).

In the next step, we omitted cases according to the following rules: 10 1) cause of death other than breast cancer and ii) lack of follow-up for at least 60 months.

After imposing these rules, 1930 cases remained along with 16 features (Table 1). Additional comments about the selected features

<table>
<thead>
<tr>
<th>Features</th>
<th>Notes</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at diagnosis</td>
<td>Continuous value (year)</td>
<td>Age</td>
</tr>
<tr>
<td>Involved Breast</td>
<td>Left or right</td>
<td>Breast</td>
</tr>
<tr>
<td>Type of invasion</td>
<td>Perineural, Lymphatic, Lymphovascular, Vascular</td>
<td>Invasion</td>
</tr>
<tr>
<td>Progesterone receptor</td>
<td>Positive, Negative</td>
<td>Pr</td>
</tr>
<tr>
<td>Estrogen receptor</td>
<td>Positive, Negative</td>
<td>Er</td>
</tr>
<tr>
<td>HER2</td>
<td>Positive, Negative</td>
<td>HER2</td>
</tr>
<tr>
<td>Node involvement ratio</td>
<td>0-1</td>
<td>Nrat</td>
</tr>
<tr>
<td>Tumor size</td>
<td>Millimeter</td>
<td>Tsize</td>
</tr>
<tr>
<td>Number of involved lymph nodes</td>
<td></td>
<td>Ninv</td>
</tr>
<tr>
<td>Total number of dissected lymph nodes</td>
<td></td>
<td>Ntot</td>
</tr>
<tr>
<td>Type of surgery</td>
<td>Mastectomy, Quadrantectomy</td>
<td>Operation</td>
</tr>
<tr>
<td>Grade of tumor</td>
<td>1,2,3</td>
<td>Grade</td>
</tr>
<tr>
<td>In situ component</td>
<td>Yes, No</td>
<td>Insitu</td>
</tr>
<tr>
<td>Tumor necrosis</td>
<td>Yes, No</td>
<td>Tnecros</td>
</tr>
<tr>
<td>Type of dissected axillary lymph node</td>
<td>SLNB, ALND, Both</td>
<td>Axillary</td>
</tr>
<tr>
<td>Type of breast cancer</td>
<td>Invasive ductal carcinoma, Medullary, Invasive lobular carcinoma, In situ, Other</td>
<td>Invasion</td>
</tr>
</tbody>
</table>

HER2: Human epidermal growth factor receptor 2; SNLB: Sentinel lymph node biopsy; ALND: Axillary lymph node biopsy
include:

Human epidermal growth factor receptor 2 (HER2) is the result of merging immunohistochemistry (IHC) and fluorescence in-situ hybridization (FISH) tests.

We obtained the node involvement ratio by dividing the number of involved nodes and the total number of dissected nodes.

Sentinel lymph node biopsy (SLNB) and axillary lymph node dissection (ALND) are the same in all aspects. However, SLNB is performed to determine if the cancer cells are present in a lymph node and if more lymph nodes should be dissected.11

**Mathematical Background**

**Logistic regression**

Logistic regression is a generalization of linear regression.12 In multiple variable linear regression, inputs are usually represented as a vector like \(X^T = [x_1, x_2, \ldots, x_p]\) and the output \(Y\) is calculated as in Equation (1):

\[
Y = \beta_0 + \sum_{j=1}^{p} \beta_j x_j
\]  

where \(\beta_j\) represents model coefficients and are estimated using the least squares method. The aforementioned linear regression can also be used for classification problems. However, in order to obtain a probability for each vector, we define the logistic function as in Equation (2):

\[
P(X) = \frac{e^{\beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p}}{1 + e^{\beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p}}
\]  

Equation (2) can be rewritten as:

\[
\frac{P(x)}{1-P(x)} = e^{\beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p}
\]  

Equation (3) is defined as the odds ratio and can take any values between 0 and \(\infty\). The odds ratio illustrates the chance of event \(x\) divided by the alternative event.

Finally, by taking the logarithm of Equation (3),

\[
\log \left( \frac{P(x)}{1-P(x)} \right) = \beta_0 + \beta_1 x_1 + \cdots + \beta_p x_p
\]  

Table 2. The confusion matrix.

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>True positive (TP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>False positive (FP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>True negative (TN)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>False negative (FN)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Bar plot and the pattern of missing values for all of the features.
we obtain the logit equation in Equation (4), which gives us a linear relationship for the logistic regression model.\textsuperscript{12,13}

\[
\log\left(\frac{P(x)}{1-P(x)}\right) = \beta_0 + \beta_1 x + \cdots + \beta_p
\]  
(4)

The coefficients were obtained by the method of maximum likelihood. To build our model we used the R programming language.\textsuperscript{14}

**Model evaluation**

**Evaluation criteria**

In order to estimate the model’s accuracy, we calculated sensitivity and specificity as follows:\textsuperscript{6,15}

\[
\text{Accuracy} = \frac{(TP+TN)}{(\text{Number of all cases})}
\]

\[
\text{Sensitivity} = \frac{TP}{(TP+FN)}
\]

\[
\text{Specificity} = \frac{TN}{(TN+FP)}
\]

True positive (TP), true negative (TN), false positive (FP), and false negative (FN) are illustrated in table 2 in a confusion matrix.

Of note, sensitivity and specificity are equal to the accuracy of the survived and not alive groups, respectively.

**Evaluation method**

We have used 10-fold cross-validation to reduce the error caused by bias and variance.\textsuperscript{13} In this method, the data is divided into 10 divisions; in every step, the model is built based on 9 portions and the remaining part is used to evaluate the model. At last, to obtain each criterion, we consider the average of the estimated values for accuracy, specificity, and sensitivity of these 10 models.

**Results**

There were some missing values in the dataset after preprocessing. In figure 1, by using VIM16 as a package in R, we obtained the bar plot for the missing values of the different features and the pattern of these missing values in our dataset. The right panel of figure 1 illustrates that only 0.28 of cases do not have missing values; removal of HER2 added 0.16 to the usable cases. We considered these circumstances and built all possible models by using all of the possible subsets of the 16 features. For each subset of the features (216-1 subsets) we evaluated the models and, as the dataset, we omitted the cases with missing values. We calculated the accuracy, sensitivity and specificity for all of these models.

Finally, we selected the model that simultaneously had the highest specificity and sensitivity values and fewer numbers of features as the best model.

We obtained the best model by selecting eight features: age at the time of diagnosis, type of invasion, HER2, size of the tumor, in situ component, lymph node involvement ratio, progesterone receptor status, and the total number of dissected lymph nodes. In our dataset there were 696 cases that had complete information about all of these features. We defined this model as the proposed model. Table 3 illustrates the distribution of dependent variables.

For the proposed model, the averages for 100 iterations of a 10-fold cross validation were 72.49±0.55 (accuracy), 72.83±0.62 (specificity), and 71.85±1.3 (sensitivity). Table 4 summarizes the coefficients of the proposed model and the odds ratios.

**Discussion**

We built this model with the aforementioned features. The small value of the standard deviation validated the stability of our selected model. According to table 4, lymph node involvement ratio, age at the time of diagnosis, progesterone receptor, and invasion were statistically significant. We extracted the presented \(P\)-value based on the

**Table 3. Distribution of dependent variables for the proposed model.**

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not survive (0)</td>
<td>152</td>
<td>21.84</td>
</tr>
<tr>
<td>Survived (1)</td>
<td>544</td>
<td>78.16</td>
</tr>
<tr>
<td>Total</td>
<td>696</td>
<td>100</td>
</tr>
</tbody>
</table>
hypothesis that omitting the feature would have no effect on the model. Of note, even though the other variables did not have a small \( P \)-value, they are important for a better performance. We evaluated the performance of this model although these features were omitted in our exhaustive search to find the best subset of features.

The intercept term in table 4 corresponded to the reference level of the categorical features: positive HER2, lymphatic invasion, presence of an in situ component, and positive progesterone receptor. The odds ratio of each feature indicated how each change in the features could alter the chances for survival. For example, 0.97 was the odds ratio for lymph node involvement, which suggested that each 0.01 increase in this variable would decrease the chance of survival by 0.03 when all of the other features remained fixed. Likewise, for age, every unit of increment in age decreased the chance by 0.03. Our proposed model suggested that older patients would have a poorer chance of surviving breast cancer compared to younger patients.

The results of the current study differed from other studies. Rezaianzadeh et al. found no evidence of a relation between younger age and survival.\(^1\)\(^7\) Chen et al. reported that middle-aged patients had a better overall survival rate than young and elderly patients.\(^1\(^8\)\) In contrast, Alieldin et al. reported that young women were not found to have a poorer prognosis.\(^1\(^9\)\) We omitted subjects that died due to reasons other than cancer and considered this to be the main reason for the differences in results between the studies.

The current study results had lower accuracy, specificity, and sensitivity compared to other studies. One explanation could be that some features were not used or the data did not contain those features, such as cancer stage, metastasis, and treatment (chemotherapy, radiotherapy, and hormonal treatment) despite the fact that these features were considered to be the most important predictive features of breast cancer survivability.\(^8\),\(^1\(^0\),\(^2\(^0\)\) Hence, it seemed that the obtained performance could be presumed satisfactory.

Acknowledgement

The paper was extracted from the MSc thesis by Mehdi Nourelahi and supported by the Research Council at Shiraz University of Medical Sciences (95-01-01-13731).

Conflict of Interest

None declared.

References


