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Abstract 
Background: Breast cancer is the second cause of death among women. Ultrasound 

(US) imaging is the most common technique for diagnosing breast cancer; however, 

detecting breast lesions in US images is a difficult task, mainly, because it provides 

low-quality images. Consequently, identifying lesions in US images is still a challenging 

task and an open problem in US image processing. This study aims to develop an 

automated system for the identification of lesions in US images 

Method: We proposed an automatic method to assist radiologists in inspecting 

and analyzing US images in breast screening and diagnosing breast cancer. In contrast 

to previous research, this work focuses on fusing information extracted from different 

frames. The developed method consists of template matching, morphological features 

extraction, local binary patterns, fuzzy C-means clustering, region growing, and 

information fusion-based image segmentation technique. The performance of the 

system was evaluated using a database composed of 22 US videos where 10 breast 

US films were obtained from patients with breast lesions and 12 videos belonged to 

normal cases. 

Results: The sensitivity, specificity, and accuracy of the system in detecting frames 

with breast lesions were 95.7%, 97.1%, and 97.1%, respectively. The algorithm 

reduced the vibration of the physician’s hands’ while probing by assessing every 10 

frames regardless of the results of the prior frame; hence, lowering the possibility of 

missing a lesion during an examination.  

Conclusion: The presented system outperforms several existing methods in 

correctly detecting breast lesions in a breast cancer screening test. Fusing information 

that exists in frames of a breast US film can help improve the identification of lesions 

(suspect regions) in a screening test. 
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Introduction 

The second cause of death in women is breast 

cancer,1-4 the early detection of which plays a  

major role in its treatment. Technologies that can 

contribute to these procedures have therefore 

attracted much scientific attention from the 

research community. Clinical examination, 

ultrasound (US) imaging, mammography, 

magnetic resonance imaging, and computed 

tomography are the common approaches to 

diagnose this disease.5,6 Of these methods, 

mammography and US imaging are usually 

employed in cancer screening. Although 

mammography is considered as the “gold 

standard” for breast imaging,7 US imaging is a 

highly common method  as it is non-invasive, 

versatile, portable, and cost-effective and more 

importantly, does not make use of ionizing 

radiation. In addition, research has shown that 

using a combination of mammography and US 

can improve cancer detection more than 

mammography alone.7,8 However, US imaging 

techniques provide low-quality images, mainly 

due to multiplicative speckle noise caused by the 

interference of reflected US wavefronts. Therefore, 

despite significant advancements in US imaging 

technology, inspecting and analyzing US images 

are still challenging tasks. 

During the acquisition or inspection of breast 

image, the radiologist applies several processing 

techniques such as filtering, adjusting brightness 

levels, and zooming in/out of the image to improve 

its quality. For breast screening, identification of 

lesions (suspect regions) in the images is among 

the objectives of analyzing the provided breast 

images. Therefore, the operator’s proficiency 

plays a substantial role in the final decision;9,10 

more specifically, environmental and personal 

factors can reduce the accuracy of the diagnosis.   

Several methods have been developed for 

detecting lesions in US images.5,11-21 Lefebvre 

et al.22 used morphological and textural features 

to separate benign lesions from malignant ones 

in breast US images. Chen et al.21 utilized 

bootstrap model to separate the regions of interest, 

further employing a decision tree model to classify 

benign and malignant lesions. Chen et al.15 utilized 

morphological features and a multilayer feed-

forward neural network to segment lesions. Karimi 

et al.18 presented an automatic lesion detection 

algorithm using fuzzy logic and morphological 

and textural features. Madabhushi et al.16 

presented a fully automatic lesion detecting 

algorithm through the use of median, Butterworth, 

and average filters along with region growing 

segmentation technique. Further used in designing 

this system were intensity and texture information 

along with directional gradient and deformable 

shape-based model. Although fully automatic, 

the performance of the system is not clinically 

acceptable. Sehgal et al.19 used multiple 

specifications such as margin sharpness and 

angular variation in different regions, both 

separately and together to accurately separate 

benign lesions from malignant ones. Shan et al.17 

used neural networks fed with two features from 

phase in maximum-energy orientation along with 

radial distance to segment a given US image. 

Afterwards, a combination of these two features 

was used with tissue and intensity in order to 

separate the lesion. The system proposed by 

Bocchi et al.23 utilized neural networks, 

morphological features, and contouring methods 

to classify lesions detected using a semi-automated 

algorithm. The limitation of Bocchi’s study is 

that the information derived in the previous frames 

is not employed in analyzing the next ones and 

each frame is segmented separately. Biwas et 

al.24 analyzed tissue transfer and used the Markov 

method to detect abnormal regions. Making use 

of a database of 135 images, they reported an 

accuracy of 95.0%. The main disadvantage of 

the existing lesion detecting methods is that 

images of the breast are processed individually. 

In fact, in a breast screening exam, a video is 

acquired during imaging; hence, the fact that the 

information of the constituting frames could be 

fused in analyzing a frame or a selected image, a 

matter not considered by the majority of existing 

methods.  

This study aims to develop an automated 

system to identify suspicious regions (lesions) in 

US images. The system considers all images in a 
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US video and makes use of the information 

pertaining to the previous frames in segmentation 

and analysis of a current frame.  

 

Materials and Methods  

The objective of this work was to derive an 

algorithm for analyzing US video and identifying 

abnormal regions in constituting frames. In fact, 

this system provide a summary of a given US 

video by identifying frames that may include 

breast lesion. In the developed method, each 

frame is analyzed and processed separately, but 

the characteristics of the regions detected in the 

previous frames are used in processing and 

analyzing the current frame. The structure of the 

presented methods and how they were evaluated 

using real data composed of 22 US videos are 

presented in detail.  

The developed algorithm is composed of two 

main steps, namely a single frame segmentation 

and video analysis for breast lesion/abnormal 

region detection. Figure 1 illustrates the block 

diagram of the method proposed for analyzing 

and segmenting a single frame ( US image). A 

given image is filtered using contra-harmonic 

filter25 to remove (mainly speckle) noises. The 

local binary pattern26 is then applied to the image 

to eliminate extra regions and segment tissues. 

Afterwards, morphological transformations are 

applied to remove small regions.27 Subsequently, 

abnormal regions are separated from the studied 

frame, resulting in a distance image.28 In the 

distance image, the regions that match the pattern 

of abnormal regions are identified and highlighted 

in the frame under analysis. Thereafter, key points 

for possible breast lesions/abnormal regions are 

determined. Finally,  the main regions are detected 

by a seeded region growing method.29-31 Details 

of each step are presented in the following 

subsections. 

 

Preprocessing 
The objective of the preprocessing step is to 

remove noises, mainly the speckle noise, from 

the image under analysis. Speckle noise reduction 

is necessary to accurately specify target regions 

in the image and maintain the anatomic 

information of the edges. In this work, a contra-

harmonic mean filter25 was employed for this 

purpose. Figure 2(b) exemplifies the effectiveness 

of the preprocessing step. As shown, preprocessing 

improves the discrimination between abnormal 

regions and the background in the images. 

 

Local binary pattern transformation 
Local binary pattern (LBP) transformation26 

was applied to the image under study to highlight 

suspicious regions in the image. We used the LBP 

method because it is one of the best tissue analysis 

methods owing to its appropriate computational 

costs and robustness to uniform grey level 

Table1. The performance of the developed US video analysis 

system   

Sensitivity (%) Specificity (%) Accuracy(%) 

95.7 97.1 97.1 

 

Figure1. Steps of segmenting  an individual frame to detect  lesion 

areas in the frame under analysis.
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changes. The present work employed the first 

version of the LBP method proposed by Ojala et 

al.,32 in which the brightness of each pixel is 

compared with its eight neighbors. If the intensity 

levels of any of these eight neighbors are greater 

than or equal to that of the center pixel’s value, 

they are replaced by 1; otherwise, they are 

assigned a zero value. This gives an 8-digit binary 

number  to each pixel which is usually converted 

to decimal, a process repeated for all pixels of 

the image under analysis. Figure 2(c) shows the 

results of LBP transformation on the image 

presented in figure 2 (b). As shown, this step 

highlights the region of interest (ROI). 

 

Morphological operations 
The output of LBP transformation contains 

several small regions that are in fact noises and 

do not represent ROI, (Figure 2 c). One solution 

for removing such regions is thresholding, where 

regions with an area smaller than a threshold are 

simply deleted. This method is simple and straight-

forward, yet requires a predefined threshold value 

and more importantly, may lead to the deletion 

of certain ROIs. In this work, we used 

morphological operations, dilation, and erosion 

specifically27,33 in order to delete non-ROIs. First, 

the erosion operator is applied to the image, by 

which the areas detected via LBP shrink in size, 

resulting in the removal of small regions. Then, 

the dilation operator is applied, through which 

the areas of foreground pixels grow in size. Figure 

2(d) shows the results of applying morphological 

operations on the images of figure 2(c). As shown, 

this step removes small regions and reduces the 

holes within ROIs. 

 

Distance transformation 

Figure 2. Illustration of the operation of the three stages: preprocessing, local binary pattern transformation and morphological operation, 

of the proposed algorithm. (a) Ultrasound image of breast; (b) preprocessed image; (c) processed using local binary pattern operator, (d) 

results of performing  morphological operations (dilation and erosion) with the results of applying these three steps, probable abnormal 

regions were highlighted. 

a b

c d
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After applying noise reduction algorithms and 

LBP to a suspicious region pattern, two images 

are obtained, namely the processed image and 

the studied image. The dimensions of the first 

image (the output of suspicious region pattern) 

are always smaller than the second one (studied 

frame). Furthermore, in order to detect the region 

which is similar to lesion region pattern, the 

image from the LBP is moved and slipped on all 

parts of the studied frame (similar to filtering) 

and a differentiation process is performed between 

the studied frame and the pattern of the abnormal 

region. The output of this stage is an image derived 

from the obtained subtraction in each location. 

Pixels with the highest similarity receive the 

smallest values and those with the lowest 

similarity gain the highest value. The output of 

this stage is the input for distance image 

calculation. The distance from the minimum 

location is then calculated in the image belonging 

to the previous stage and the result is saved as a 

new image. It should be noted that in the new 

image, regions with the most similarity to lesions 

have the highest grey level intensity values and 

regions less similar to abnormal tissues have the 

lowest grey level intensity values in the image. 

Figure 3 depicts the output of the distance image 

calculation algorithm. 

 

Key points detection  
The objective of this step  is to detect key 

points (interest regions) in the image under 

analysis. For this purpose, the edges of the 

potential regions in the distance image are 

primarily detected. Next, the points that lie within 

each region and have intensity values higher than 

a threshold are identified as potential key points. 

Finally, the number of these points is reduced 

using fuzzy c-means clustering algorithm. In fact, 

in this step, the centers of possible regions are 

identified. Figure 4 shows an example output of 

the keypoints detection step. 

  

Segmentation using region growing  
This step detects lesion areas in the frame 

under analysis. For this purpose, we used a seeded 

region growing image segmentation approach.29-

31 The points identified in the previous step are 

considered as the seed points.   

 

Analysis of US video for breast lesions detection  
Figure 5 shows the flowchart of the algorithm 

proposed for the analysis of US video to detect 

breast lesions. In the proposed algorithm, the 

studied film is firstly divided into its constituent 

frames. The first frame is then investigated using 

the single-frame analysis algorithm discussed in 

the above seven subsections. If the examined 

frame does not contain any abnormal regions, 

the algorithm moves to and analyzes the next 

frame, a procedure continued until a suspicious 

region is detected in a frame (e.g., ith frame). 

After that, the next (i.e., (i+1)th) frame is analyzed 

using the information of the abnormal region 

detected in the previous frame. If the area of the 

ROI detected in the (i+1)th frame is within Tmin 

and Tmax, defined by the radiologist, the detected 

region is considered as the main region. However, 

Figure3. Illustration of the distance transformation stage of the developed algorithm. (a) an image processed using dilation and erosion 

operations; (b) results of performing  LBP transformation, and (c) obtained distance image.
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if it is out of Tmin and Tmax, the ith frame is 

studied from the beginning using single frame 

analysis algorithm. To avoid missing any ROI 

due to its absence in the previous frames, for 

every 10 frames, the algorithm starts a new 

analysis where a new frame is assessed regardless 

of the results of the previous frames. The number 

of frames in each second is around 30, so 10 

frames are captured in 0.33 seconds; therefore, 

this setting is effective in eliminating the effects 

of moving artifacts.  

 

Experiment  
The performance of the developed system was 

tested using a database composed of  22 US 

videos, in which 10 breast US films belonged to 

patients with breast lesions and 12 videos were 

of normal cases. Informed consent was obtained 

from all individual participants included in the 

study. Each film contained 100 to 125 breast 

images (frames) and was acquired using a Mindray 

DC-8 US machine (Mindray Medical  

International Ltd., Shenzhen, China). The probe 

was L14/6we/Breast. The breast scans were done 

in a private radiology clinic (Dr. Rasekhi and Dr. 

Reza Asad Sangabi radiology clinics) in Shiraz, 

Iran. All frames in the acquired films were 

examined by two radiologists and classified as 

breast lesions or normal cases (images without 

any abnormal regions). The label provided by 

the radiologists for each case was considered as 

“ground truth” and was used to assess the 

performance of the developed system. To reduce 

human errors, we considered the regions agreed 

upon by both radiologists. The breast images of 

patients with breast lesions contained at least one 

lesion. Three performance indices, namely 

sensitivity, specificity, and accuracy were 

considered for quantitative evaluation. These 

indices are given by: 

 

Accuracy(%)=(TP+TN)/(TP+FP+FN+TN)×100 (1) 

Specificity(%)=(TN)/(TN+FP)×100 (2) 

Sensitivity(%)=(TP)/(TP+FN)×100 (3) 

 

Where TP, TN, FP, and FN parameters are defined 

as follows: 

TP: Number of frames with abnormal regions/ 

breast lesions that are correctly identified.  

TN: Number of images with no abnormal regions 

(healthy cases) that are correctly identified as 

healthy, meaning no abnormal region is suggested 

in analyzing the breast US videos of these patients. 

FP: Number of frames without breast lesions that 

are incorrectly classified as image with abnormal 

regions by the algorithm, at least one abnormal 

region in these images is detected by the algorithm. 

FN: Number of frames with breast lesions or 

abnormal regions that are missed by the algorithm. 

 

Results  

The performance of the system in terms of the 

employed evaluation indices is shown in table 1. 

These results were obtained over 2700 frames in 

the database discussed above. As shown, overall, 

the system performed properly in detecting 

abnormal regions in the frames and correctly 

identifying frames with no abnormal regions. 

Compared to the values reported for several 

existing methods,23 the accuracy and sensitivity 

of the proposed method are higher than those of 

the previous works; nevertheless, the dataset used 

in our work differs from that employed by Bocchi 

et al.23 

 

Discussion 

The main objective of this study was to present 

an automatic method for analyzing US video and 

Figure 4. The detected keypoints for a given image. As shown 

for each region, at least one point representing the region was 

detected. 
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ultimately, detecting abnormal regions in each 

frame. The system somehow summarizes the 

video by identifying images that may include 

breast lesion and identify abnormal regions in 

these images. Such systems have been shown to 

be effective in analyzing medical data such as 

electrocardiogram signals.34,35 The presented 

system does not classify the detected region as 

being a lesion or not. Rather, it assists physicians 

in the primary diagnosis of breast cancer, 

especially reducing the time required for analyzing 

and interpreting the whole images acquired during 

a screening test for breast cancer.  

As shown in table 1, overall, the presented 

system performed well in detecting abnormal 

regions in each frame (Sensitivity >95%).  

Likewise, for the frames with no abnormal regions 

(healthy cases), the system performed well 

(Specificity>97%). Finally, the overall 

performance of the system in identifying the 

regions and categorizing the frames, presented 

as accuracy, is encouraging (Accuracy>97%). An 

example output of the system is shown in figure 

6, where the system detected the abnormal region 

in the video correctly. Overall correctly, the 

obtained results show that the presented system 

can be used in summarizing a US film and 

detecting abnormal regions in a frame. 

The main reason that the system performed 

properly in classifying frames and identifying 

abnormal regions in frames is that it fused the 

information related to the frames in making a 

Figure 5. The flowchart related to the analysis of a given ultrasound video using the developed method is provided.
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decision about the detected region in the frame. 

Fusing and considering the previous and next 

event information in analyzing current event have 

been shown to be effective in medical image 

analysis, particularly in MR image segmentation,36 

US image analysis, and classification of breast 

cancer23 and editing and evaluating electromyo-

graphic signal decomposition results.37-41 The 

presented algorithm does not judge a detected 

region based on its characteristics in a single 

frame, rather it considers the characteristics of 

the region in the previous frames. In this manner, 

the number of FPs is reduced significantly. In 

addition, every 10 frames is interpreted regardless 

Figure 6. An example output of the segmentation results provided by the presented system. (a) to (d) four consequent frames of a US 

video, and (e) the segmentation result by the developed system.  
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of the results of the previous frame; hence, the 

low possibilty of missing an abnormal region. In 

this regard, FPs and FNs are significantly reduced, 

while TNs are increased. Consequently, the overall 

accuracy of the system is improved.  

It should be noted that the performance of the 

system depends on several user-defined 

parameters such as the number of clusters in 

“keypoint detection” step, and Tmin and Tmax 

in determining an identified region. Increasing 

Tmin improves the specificity of the system, but 

reduces its sensitivity. In this work, the best values 

for these parameters were found experimentally 

using cross-validation technique.  

 

Conclusion 

Early detection of breast cancer plays a 

substantial role in its treatment. Owing to its 

several advantages over other imaging techniques, 

US imaging is the most common method for 

diagnosing breast cancer. However, it is difficult 

to analyze and detect breast lesions in US images 

because they have low-quality. Thus, the 

segmentation of US images to detect breast lesions 

is still a challenging task. In this paper, we 

presented an automated system for analyzing 

breast US videos and ultimately detecting 

abnormal regions. The system was developed 

using 22 US videos, including 10 breast US films 

from patients with breast lesions and 12 videos 

belonging to normal cases; the performance 

analysis revealed that with an accuracy of 97.1%, 

this system is able to precisely detect abnormal 

regions. The obtained results are promising and 

show that the proposed system can assist 

radiologists in the primary diagnosis of breast 

cancer, particularly by reducing the time required 

to analyze and interpret the images acquired 

during a screening test for breast cancer. 
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