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Abstract
Background: Breast cancer is one of the most prevalent cancers among women

today. The importance of breast cancer screening, its role in the timely identification
of patients, and the reduction in treatment expenses are considered to be among the
highest sanitary priorities of a modern country. Thermal imaging clearly possesses a
special role in this stage due to rapid diagnosis and use of harmless rays.    

Methods: We used a thermal camera for imaging of the patients. Important
parameters were derived from the images for their posterior analysis with the aid of a
genetic algorithm. The principal components that were entered in a fuzzy neural
network for clustering breast cancer were identified.    

Results: The number of images considered for the test included a database of 200
patients out of whom 15 were diagnosed with breast cancer via mammography. Results
of the base method show a sensitivity of 93%. The selection of parameters in the
combination module gave rise measured errors, which in training of the fuzzy-neural
network were of the order of clustering 1.0923×10-5, which reached 2%.

Conclusion: The study indicates that thermal image scanning coupled with the
presented method based on artificial intelligence can possess a special status in
screening women for breast cancer due to the use of harmless non-radiation rays. There
are cases where physicians cannot decisively say that the observed pattern in the
image is benign or malignant. In such cases, the response of the computer model can
be a valuable support tool for the physician enabling an accurate diagnosis based on
the type of imaging pattern as a response from the computer model. 
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Introduction
Breast cancer usually appears in the ducts that

transport milk to the nipple and the lobules of
glands that produce milk. Cancer is a disease
rooted in a social, cultural and economic structure
as well as social behavior, political agendas,
individual behavior and function of cells and their
items.1,2 Breast cancer is one of the most
widespread cancers. According to figures from the
America National Cancer Institute, one woman in
eight will be afflicted with breast cancer in her
life.3 Breast cancer recognized at an early stage can
usually be treated. The Gynecologist emphasizes
to the patient suspicious of breast cancer to seek
medical attention in the initial stages of the illness.
In this way the treatment outcome will usually be
more favorable for the patient and the healthcare
service.4 It is significant to note that due to
improved detection methods, the number of cancer
patients has increased; nevertheless the mortality
rate has fallen. Studies show that early detection
can lead to an 85% chance for survival compared
to 10% for late detection.5 Breast cancer is the
most commonly diagnosed cancer in females
accounting for about 30% of cancers.6 It also
occurs in males; however, the frequency is
significantly lower in the latter group. During
2003–2007, the average mortal age for breast
cancer was 68 years. The approximate percentages
of deaths due to breast cancer according to age
group is as follows: under 20(0.0%), 20-34 (0.9%),
35-44 (6.0%), 45-54 (15.0%), 55-64 (20.8%), 65-
74 (19.7%), 75-84 (22.6%) and above 85 (15.1%)
years.7 It has been reported that diagnosis
according to age group was 0% for under 20
years of age, 1.9% (20-34), 10.2% (35-44), 22.6%
(45-54), 24.4% (55-64), 19.7% (65-74),15.5%
(75-84), and 5.6% for those above the age of 85
years.7

Early detection is the key factor for successful
breast cancer treatment. Some diagnostic
techniques such as clinical examination,
ultrasound, mammography, magnetic resonance
and thermography8-11are employed to detect and
provide an accurate diagnosis of breast cancer. 

Mammography is considered the most favored

test;12 nevertheless, it is not effective for
fibrocystic diagnosis in dense or surgically
implanted breasts. Dense breasts are common in
women around 40 years of age. Mammographic
examination presents the risk of ionizing radiation
and the discomfort of compression. In the search
for other techniques, thermography has emerged
as a potential method to complement
mammography and improve the efficiency of
overall detection.13,14 Thermography is a non-
invasive, economic, rapid diagnostic method that
does not touch the patient and does not inflict
pain.12,13,15 Additionally it is risk-free and does not
emit ionizing radiation.14,16 This method is simple
and is based on quantification of the surface
temperature of the body measuring infrared
radiation emitted by human skin.12,13

In 1982, the US Food and Drug Administration
(FDA) approved InfraRed Thermography (IRT) as
an adjunct tool for the diagnosis of breast cancer.
Kennedy et al., in a recent review, presented a
comparative study of IRT and other imaging
techniques for breast screening and have
concluded that IRT provides additional functional
information on the thermal and vascular condition
of the tissues.17

Ng presented an excellent review of IRT as a
non-invasive breast tumor detection modality,
where he described in detail the basic
methodology, standard practices, image capture
and image analysis.18According to Ng, an
abnormal breast thermogram was indicative of
significant biological risk. Tumors generally have
an increased blood supply and an increased
metabolic rate which leads to localized high
temperature spots over those areas, rendering
them relatively easy to detect by IRT. Apart from
passive breast imaging, cold stimulation-based
imaging procedures are also in practice.19 Blood
vessels produced by cancerous tumors are simple
endothelial tubes devoid of a muscular layer.
Such blood vessels fail to constrict in response to
sympathetic stimulus like a sudden cold stress
and show a hyperthermic pattern due to
vasodilatation. Deng and Liu have shown that
induced evaporation enhances thermographic
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contrast in cases of tumors that are underneath the
skin.20

This study focused on the creation of an
information bank for thermal imaging or
thermography. The clustering of the samples in
thermal images was undertaken based on fuzzy-
neural logic. Some difficulties were encountered
due to the sheer volume of the samples. The
neural–fuzzy module could not cluster all of the
samples, taking into consideration the full scope
of the parameters. To remedy this, a combination
module was designed from a genetic algorithm and
artificial net in order to decrease the diagnostic
parameters.

Although, the use of thermal cameras dates
back to the 1960s, new research began in the late
1990s. The initial work was centered on the
identification of cancer by imaging. Physicians
diagnosed cancer by thermal imaging, after which
the illness was classified via further image
analysis.21 It should be pointed out that this method
was not suitable for the population in general as
it presented a rather laborious task. The sheer
volume of images limited the possibility of
efficient revision and diagnosis. An alternative
method was asymmetric thermal imaging;
however, the low associated image quality limited
its success.22 Intelligent identification by software
based on detachment of all of the unique parts
(thermal red parts) of the image showed the
extracted parts, however it required revision by a
physician. The system could not specifically
extract tumor images, but just extracted the
thermal part.23

Keyserlingk and associates published a
retrospective study that reviewed the relative
ability of clinical examinations, mammography,
and infrared imaging in an attempt to detect 100
new cases of ductal carcinoma in situ, stage I
and 2 breast cancers. Results from the study found
that the sensitivity for clinical examination alone
was 61%, mammography alone was 66%, and
infrared imaging alone was 83%. When suspicious
and equivocal mammograms were combined, the
sensitivity was increased to 85%. A sensitivity of
95% was found when suspicious, equivocal

mammograms were combined with abnormal
infrared images. However, when clinical
examination, mammography, and infrared images
were combined a sensitivity of 98% was reached.24

In this paper,25 it is shown that Complementary
Learning Fuzzy Neural Network (CLFNN)
complements breast thermography in various
ways. The combination of breast thermography
and CLFNN gives rise to more consistent results
than merely using breast thermography. Whether
it is cancer detection, tumor classification or
breast cancer diagnosis (multi-class problem),
CLFNN outperforms conventional methods,
showing the strength of complementary learning
in the recognition task. FALCON-AART assists
physicians in distinct diagnostic tasks by providing
a relatively accurate decision support tool, which
could potentially enhance patient outcome.
FALCONAART not only gives superior results
compared with conventional methods, but it also
offers intuitive positive and negative fuzzy rules
to explain its reasoning process.

Materials and Methods
The necessary information for this study was

obtained from research undertaken at Sabzevar
University, Sabzevar, Iran, with the cooperation
of Sabzevar University of Medical Sciences. The
sample population consisted of 200 women aged
from 18 to 35 years. The group had 15 unnatural
growths in their breasts. Information was collected
as follows. Initially, patients underwent thermal
imaging, after which the images were processed.
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Figure1. A sample from the existing images in the database which
have been imaged by the camera for processing stages of the images.
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Subsequently, the extracted results were subjected
to a genetic algorithm and neural network stage
for data optimization. The extracted properties
of thermal images were: 1) patient age, 2) mean,
3) difference between two breast areas, 4)
variance, 5) skewness, 6) kurtosis, 7) entropy,
and 8) thermal pattern.26,27

Image processing
Samples of the images obtained are shown in

Figure 1.
The first step of this method is the diagnosis of

the breast area and detachment. For this purpose,
we used a gray image. The stages of the image
processing on thermal images are shown in the
flowchart in Figure 2.

The component of image intensity directly
depends on thermal energy delivery to correlated
areas. A histogram expresses the delivery intensity.
It explains image combination. The moments of
the histogram give statistical information about the
texture of the image. Four amounts of mean,
variance, skewness and kurtosis have been given,
expressed as follows:28,29

Where pj is the probability density of the jth bin
in the histogram and N is the total number of
bins. Skewness is a measure of symmetry, or
more precisely, the lack of symmetry. Kurtosis is
a measure of whether the data are peaked or flat
relative to a normal distribution. That is, data sets
with high kurtosis tend to have a distinct peak near
the mean, decline rather rapidly, and have heavy
tails. We use equation 6 to convert the features
extracted from left and right sides of breast into
a single feature.

Thermal pattern
The following steps should be performed:
1. Specify the detachment of the breast area by

Circular Hough.
2. Separate the organ by the Sobel edge vector.
3. Pass the image from the filter equation of the

method (equation 7)

4. Pass the isolated part from the filter of the
initial stage.

5. Calculate the area of the arteries and pass
from the filter. 

6. If there is no suspended area from stage 4,
it is not cancerous. If a suspended area is detected,
it should be compared with the artery area. If the
detected area is larger than the artery area, it
would be considered cancerous; otherwise this
area would be benign.

7. The code represents the thermal pattern, it

Middle East J Cancer 2012; 3(4): 119-129122

Figure 2. Flowchart and algorithm used for diagnosing asymmetry.
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is assigned the value of 1 for the cancerous image
in the neural net, otherwise it is 0. To increase
convergence in the neural network output, the
data input have been normalized for the diagnostic
parameters (Table 1).

Data mining
A new generation of techniques and tools are

required to assist humans with intelligently
analyzing voluminous data and obtain useful
conclusions. Knowledge Discovery in Databases
(KDD) and Data Mining integrate DataBase
Management Systems (DBMS) and artificial
intelligence technologies to assist humans in
analyzing large quantities of data. 

Most data mining algorithms are derived from
machine learning, pattern recognition, and
statistics. These algorithms include classification,
clustering, and graphical models. The primary
goals of knowledge discovery are prediction and
description. The neural net, as a learning system,
is able to describe patterns or tendencies based on
historical data and environmental factors while
constantly learning in order to improve the results.
The most important point is learning or training
for the neural net. With training the net adjusts the
specific network parameters.

In this research, we employed a three-layer

Feed–Forward network with a logic activation
and leaner function.30 There were eight neurons
in the input layer. The middle layer of this network
was configured with six neurons. Attention should
be paid to the neurons in the middle layer for
reducing the time necessary for network training.
The mammography result will be the appropriate
output of the neural network. The neural network
parameterization is shown in Figure 3.

The neural network specification is outlined in
Table 2.

The aim of optimization is to determine the
group of parameters which would be conditional
criterion. In this research, we have used the genetic
algorithm and artificial neural network to choose
the optimal parameters. Figure 4 shows a block
diagram of the system simulated in this study.
The Genetic Algorithm (GA) solution is a
sequence and hence does not represent a real
schedule. The mapping of sequences into
schedules during the scheduling process may

Middle East J Cancer 2012; 3(4): 119-129 123

Table1. Coding for eight parameters in the neural net.
Age (years) <20 F1=1

20<age<25 F1=2
25<age<30 F1=3
30<age F1=4
DS<5 F2=1
5<DS<10 F2=2Differences between breasts
10<DS<20 F2=3
20<DS F2=4

Thermal pattern NO F3=1
YES F3=2

Mean M<0.5 F4=1
0.5<M<1 F4=2
1<M F4=3

Variance M<0.5 F5=1
0.5<M<1 F5=2
1<M F5=3

Skewness S<0.5 F6=1
0.5<S<1 F6=2
1<S F6=3

Kurtosis K<1 F7=1
1<K<5 F7=2
5<K<10 F7=3
10<K F7=4

Entropy E<0.1 F8=1
0.1<E<0.5 F8=2
0.5<E F8=3

Figure3. The designed neural structure.
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cause useful information to be lost. The less
similar the operation order is after mapping, the
more information would be lost by data mining
processes. 

First, a binary matrix vector with eight
parameters has been accidently created. The detail
of this vector would correspond with the
diagnostic parameters in the neural network such
that home 1 shows the choice of diagnostic
parameters and home 0 corresponds with the
genetic algorithm implementation in Table 3.

One criterion is to evaluate the diagnostic
screening test insensitivity as a fraction of the
number of the appropriately classified patients
to the total number of tested patients.31,32 In this
research the diagnostic sensitivity and specification
in the training neural network have been used for
calculating the assessment function, which is
detailed in equation 8. 

Where, TP is the number of true positive, TN
represents the true negative, FP are the false
positive and FN, the false negative.

The conditions of stopping the genetic
algorithm could be considered the optimal
parameter values. The best obtained result has
been attained with the combination module
detailed in Table 4. If we pay attention to the
parameters selected by genetic algorithm, we’ll
find out that these parameters are correct according
to our mental background of thermal images.The
chosen parameter B7, which is related to kurtosis,
has higher accuracy in calculating statistics related
to men or variance. Also the difference between
two breast areas is one of the diagnostic methods
in asymmetry. 

Clustering
In this section, we estimate the ANFIS module.

Different structures have been proposed to
implement a fuzzy system by neural networks.
One of the most powerful of these structures is the
structure of the artificial fuzzy neural reasoning
system, which is called ANFIS, as developed by
Jaris.33-35 The artificial neural fuzzy reasoning
system architecture is shown in Figure 5.

The ANFIS, in fact, is a fuzzy reasoning
scheme whose system parameters are trained by
using NN-based algorithms. Usually determining
the linear parameters by using the least square
(LSs) algorithm and the membership function
(MF) parameters are fine-tuned using a neural
network learning method (hybrid learning). Hybrid
neuro-fuzzy systems are homogeneous and usually
resemble neural networks. The ANFIS main
training method is an error propagation method.
In this method, the numbers of errors are broadcast
using the steepest descending slope algorithm to

Middle East J Cancer 2012; 3(4): 119-129124

Table2. The neural network specifications.
8 Number of input layer neurons
1 Number of hidden layers
1 Number of output layer neurons
6 Number of hidden layer neurons
Logsig Activation function
Back propagation Type of network training
0.01 Mean square error
0.1 Learning rate
500 Iteration

Figure4.Neural network and genetic algorithm combination
module.

Table3. The genetic algorithm structure specification.
80 Iteration
40 Population size
0.8 Crossover
0.1 Mutation
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the inputs and the parameters are corrected. Both
neural networks and fuzzy systems have some
things in common. They can be used for solving
a problem (e.g. pattern recognition, regression or
density estimation) if there does not exist any
mathematical model of the given problem. They
solely do have certain disadvantages and
advantages which almost completely disappear by
combining both concepts. Neural networks can
only come into play if the problem is expressed
by a sufficient amount of observed examples.
These observations are used to train the black
box. On the one hand no prior knowledge about
the problem needs to be given. On the other hand,
however, it is not straightforward to extract
comprehensible rules from the neural network's
structure. For simplicity we assume that the fuzzy
inference system iii has 2 inputs, x, y, with z as the
output. The roll base has two rules as follows:36,37

Rule1: if x is A1 and y B1, then f1=p1x+q1y+r1(9)

Rule2:if x is A2 and y B2, then f2=p2x+q2y+r2

The Sugeno fuzzy model, also known as
Takagi–Sugeno–Kang (TSK) model, was
proposed to develop a systematic approach to
generate fuzzy rules from a given input-output data
set (Figure 7). For a two input system, the common
fuzzy rule in this model is in the form of:

IF x is A and y is B, THEN z = f (x, y)

Where x and y are linguistic variables, A and B are
fuzzy sets in the antecedent, and z = f(x,y) is a
crisp function in the consequent. Usually, f(x,y)
is a polynomial function of the input variables x
and y, but it can be any function as long as it can
appropriately describe the output of the model
within the fuzzy region specified by the antecedent
of the rule. When z = f(x,y) is a constant, the
system is referred as a zero-order Sugeno fuzzy
model. When z = f(x,y) is a first-order polynomial
function, i.e., px + qy + r, the resulting FIS is called
a first-order Sugeno fuzzy model (Figure 6).

Z1=p1x+q1y+r1               (10)
Z2=p2x+q2y+r2

Weighted average:

Z= (w1z1+w2z2 )/(w1+w2)    (11)

The ANFIS architectural equivalent is given in
Figure 7.
We describe each layer as follows:
LAYER 1. Each node in the first layer employs a
node function given by:
o1

i=μAi(x)                                                      (12)

Middle East J Cancer 2012; 3(4): 119-129 125

Table 4. The best obtained result from the chosen parameters in the neural network and the genetic combination module.
B1 B2 B3 B4 B5 B6 B7 B8
0 1 1 0 0 0 1 0

Figure5. Neural fuzzy network architecture Figure 6. A two-input first-order TSK model.
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Where µAi(x) and µBi−2 (y) can adopt any fuzzy
membership function
LAYER 2. Each node in this layer, labeled ∏,
calculates the firing Strength of a rule via
multiplication:

wi=μAi(x)×μB1(y),i=1,2.                                (13)

LAYER 3. The ith node in this layer calculates the
ratio of the ith rule’s firing strength to the sum of
all rules’ firing strengths:

LAYER 4. In this layer, each node has the
following function:

Where wi is the output of layer 3, and {pi, qi, ri}
is the parameter set.
LAYER 5. The single node in this layer, labeled
∑,computes the overall output as the sum of all the
incoming signals, which is expressed as:

The ANFIS has two sets of adjustable
parameters, namely the premise and consequent
parameters. During the learning process, the
premise parameters in the first layer and the

consequent parameters in the fourth layer are
tuned until the desired response of the FIS is
achieved.38

We create three optimal parameters to enter the
neural-fuzzy network by the hybrid model of the
genetic algorithm and neural network for training
and testing. Samples that are cancerous have an
output of 1 whereas healthy samples are assigned
an output of 0 in this model. In ANFIS training
data from 50% and for checking, 20% of data and
test results from 30% of the data were used.
Output of the inputs network could be divided into
two classes, non-cancerous and cancerous. The
graph shows the error to be created during network
training in Figure 8. As a consideration, the created
error, in repetition 100(epoch), has reached
1.0923×10-5.
The design fuzzy-neural networks surface can be

Middle East J Cancer 2012; 3(4): 119-129126

Figure 8. Squared created error in the process of training repetition.

Figure7. ANFIS type 3.
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seen in Figure 9.
To evaluate the model, two established bases that

included 200 samples were used. The criteria for
evaluation of the model were the amount of
accuracy, sensitivity, and diagnostic quality together
with the bottom level of the ROC curve as the base.
Results of the evaluation are seen in Table 5.

In medical diagnostics, test sensitivity is the
ability of a test to correctly identify those with the
disease (true positive rate), whereas test specificity
is the ability of the test to correctly identify those
without the disease (true negative rate).

Since sensitivity, accuracy and quality depend
to a great extent on the population of dominant
patients, we may not be able to compare the
efficiency of the network and mammography
appropriately and precisely. Thus, the ROC curve
analysis was applied to evaluate the efficiency of
the model in comparison with mammography
results. ROC analysis is a form of measurement
mainly used for comparing the efficiency of
diagnostic methods. In ROC analysis, the
efficiency of the diagnosis is based on two indices:
true positive fraction (TPF) and false positive
fraction (FPF).The former is a fraction of true
malignant cases that were accurately diagnosed
(i.e., sensitivity) and the latter is the fraction of
benign cases falsely diagnosed as malignant. The
ROC curve can be seen in Figure 10.

Regarding the significant results from the
sensitivity and ROC curve, the method can be an
appropriate pattern in diagnosing and clustering
cancer.

Discussion
Early detection of breast cancer is one of the

most important issues that researchers have
searched for. If this illness is diagnosed in time,
it would be a significant leap forward for reducing
the effects and health of the society. Breast cancer
is one of the most prevalent contemporary cancers.
If it is diagnosed at an early stage, treatment can
be much less aggressive and more effective. The
results of this research convey that the combination
module is able to extract optimal and effective
parameters from the diagnostic parameters,
thereby facilitating an accurate diagnosis by the
physician. In the past, investigation has shown that
different intelligent methods have been undertaken
to attain a mathematical module for the
classification of cancerous patterns. Nevertheless,
none could accurately classify all cancers. In the
presented research, a novel method was used for
graduating diagnostic power and increasing
classification accuracy in classification of thermal
images. One reason for using neural networks is
that they can simulate a non-linear function and
permit development. For assessing the effects of
every independent variable on the dependent ones,
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Figure 10. ROC curve of the fuzzy neural network model.

Table 5. Results from sensitivity and quality in the data base
of thermal images.
181 True negative
14 True positive
4 False negative
1 False positive
93% Sensitivity
97% Specificity

Figure 9. The designed fuzzy–neural network surface.
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the NN is combined with a genetic algorithm.
The optimal result could be able to reduce error
by fuzzy logic.  
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